UMB CS622
Closed Operations on

Regular Languages
Monday, September 20, 2021




Announcements

 HW1 due yesterday
« HW2 released, due Sun 9/26 11:59pm EST

« Reminder: Post HW questions to Piazza
« Use anonymous post if you don’t want anyone to see

« Midterm / Final exam cancelled



Last [ime: NFAS VS DFAS

A finite automaton is a S-tuple (Q, X, 4, qo, F'), where

1. @ is a finite set called the states,

2. Y is a finite set called the alphabet,

3. 0: Q x ¥—Q s the transition function,
4. qo € Q is the start state, and

DFAS 5. F C Q is the set of accept states.
« Can only be in one state

 Transitions:
« Always reads one char

« A state must have a transition for
every char

« Acceptance:
« If final state is accept state

A nondeterministic finite automaton
is a S-tuple (Q, %, 4, qo, F'), where
1. @ is a finite set of states,
2. X is a finite alphabet,
3.6: Q x X.—P(Q) is the transition function,
4. qo € () is the start state, and
NFAs 5. F C @ is the set of accept states.

« Can be in multiple states

 Transitions:
« Can read no chars, i.e, empty transition

« A state_might not have transitions for
every char

« Acceptance:
« If one of final states is accept state



last Tie: NFAS and Regular Languages

Theorem:
A language A is regular if and only if some NFA N recognizes it.

Proof:

=> If A is regular, then some NFA N recognizes it
» Easier
« We know: if A is regular, then a DFA recognizes it.
 Convert DFA to an NFA! (see HW2)

<= |f an NFA N recognizes 4, then A is regular.
« Harder
« We know: a language is regular if a DFA recognizes it.
« Convert NFA to DFA




Last Time: HOW tO convert NFA-DFA?

A finite automaton is a S-tuple (Q, X, 6, qo, F'), where

1. @ is a finite set called the szates, <
2. Y is a finite set called the alphabet, : ]

3. 0: Q x ¥— Q) is the transition function,

4. qo € () 1s the start state, and

5. F C Q is the set of accept states. A nondeterministic finite automaton
is a S-tuple (Q, %, 9, qo, F'), where

1. Q is a finite set of states,

Proof idea: . :

Lot each “tate” of 2. Y is a finite alphabetz N |
the DFA be a set of 3. 0: Q x ¥.—>P(Q) is the transition function,
states in the NFA 4. qo € @ 1s the start state, and

5. F C @ is the set of accept states.



Symbol read @ Start

In a DFA, all these
states at each

\ step must be
only one state

(@
O _____________
1 il So design a state in

------------- the DFA to be a

()
@ @ @ @ set of NFA states!
()



Convert NFA-DFA, Formally
.LetNFAN= (@, 2, 0, qo, F')

 An equivalent DFA M has states Q' = P(Q) (power set of Q)



The NFA N4

A DFA D that is equivalent to the NFA N,



No empty transitions

NFA-DFA

Is this correct?

Have: N = (Qazaéa QO:F)
Want to: constructa DFA M = (Q', %, qo’, F)

1. Q' = P(Q) Astatefor Mis a set of states in N

2. ForRe Q' and a € %,

/ . To compute a single step in the DFA ...
0 (R’ a’) - LJ 6(T? (,'L) compute next states of each NFA state rin R,
reR then union results together
I __
3. g0 = {qo}

R = a state in M = a set of states in N

4. I' = {R € Q'| R contains an accept state of /N }



No empty transitions

NFA-DFA Proof of Correctness

Let N = (Qf\raza(sf\raqO;FNr)
And let NFASDFA(N)= D = (Qp,%,0p,{qo}, Fp)

Correctness criteria: LANGUAGEOF(N) = LANGUAGEOF(D)
* |.e, for all strings w, N accepts w if and only if D accepts w

« We will first prove a stronger statement: oo({a0}, w) = on(go, w)
* |.e, for all strings w, the DFA and NFA end in the/same set of states!

Remember:
A state in the DFA is a set
of states in the NFA




NFA-DFA Proof of Correctness

I—et N = (QN,E,(?N,(]O,FN)
And let NFASDFA(N) = D = (Qp,,0p,{q}, Fp)

This produces a set bc we defined

Theorem: 0p({1go}, w) = dn(qo, w) states to be sets of states

This produces a set bc of
the definition of NFAs

Proof: (by induction on length of w)

« Base case w = ¢ 0p({qo},€) and On(qo, €)

* Inductive case w = za<—| a=last char

« IH: 0p({qo}, ) = On(qo, z), call this set of states R
* NFA last step (from &, definition) U Sn(r,a)

* DFA last step (from NFA-DFA definition)

No empty transitions

Go back and review

previous definitions

to confirm that they
are the same

on (7, a)



last Tire: AddINg EMpty Transitions

Define the set e-REACHABLE(q)
... to be all states reachable from g via one or more empty transitions

» Base case: ¢ € e-REACHABLE(q)

 Inductive case: A state is in the reachable set if ...

e-REACHABLE(q) = {r | p € e-REACHABLE(q) and r € d(p,€)}

... there is an empty transition to it
from another state in the reachable set



With empty transitions

NFA-DFA
Have: N = (Qazaéa QO:F)
Want to: constructa DFA M = (Q', %, qo’, F)
1. Q' = P(Q).
< (@) Almost the same, except ...
2. For Re Q" and a € %,
' (R,a) = | Srer

reR E-REACHABLE(J(7,a))

3. QOI — {'%}_E—REACHABLE({QD})
4. I' = {R € Q'| R contains an accept state of /N }



With empty transitions

NFA-DFA Proof of Correctness

Let N:(QNazaaNaqO;FN)
And let NFASDFA(N)= D = (Qp,%,0p,{qo}, Fp)

Correctness criteria: LANGUAGEOF(N) = LANGUAGEOF(D)
* |.e, for all strings w, N accepts w if and only if D accepts w

» We will first prove a stronger statement: 9n({¢},w) = én(qo, w)
* |.e, for all strings w, the DFA and NFA end in the same set of states!

(Same as before)




With empty transitions

NFA-DFA Proof of Correctness

Let N:(QNJE?(SNJQO?FN)
And let NFASDFA(N) = D = (Qp,,6p, {qo}, Fn)

Theorem: ép({go}, w) = dn(go, w) Almost the same, except ...

Proof: (by induction on length of w)
» Basecase w =€  dp({qo},€) and On(qo,€) =

* Inductive case w = xa<— a-last char

e |H: SD({(]U}, r) = S;\.-*((]g, x), call this set of states RPPP27?
* NFA last step (from &, definition) | | 6 (r, a) oo oo

TER ___I -
» DFA last step (from NFA-DFA definition) u? on(r;a)
reR



NFA-DFA Proof of Correctness

Let N:(QNazaaNaqO;FN)

And let NFASDFA(N) = D = (@p,%,9p,1q}, Fp) Last Step ...
(see hw?2)

Correctness criteria: LANGUAGEOF(N) = LANGUAGEOF(D)ﬁ
w

* |.e, for all strings w, N accepts w if and only if D accepts

» We will first prove a stronger statement: 9n({¢},w) = én(qo, w)
* |.e, for all strings w, the DFA and NFA end in the same set of states!




Proving that NFAs Recognize Reg Langs

Theorem:
A language A is regular if and only if some NFA N recognizes it.

l.e., NFAs also

Proof: represent regular
=> |f A4 is regular, then some NFA N recognizes it languages!

« We know: If A is regular, then a DFA recognizes it
* So convert that DFA to an NFA
<= If an NFA N recognizes A, then A is regular
« We know: A language is regular if there is a DFA recognizing it
|:>- So convert NFA to DFA ...
¢ ... Using NFA>DFA algorithm we just defined! B (Q.E.D)




last Tine: COMDINING DFAS
Problem 1: Z Problem 2: m

/ What should be the Once we enter one of the
transition labels? machines, can’t go back
M3 OR/ to the other one!

This i1s an NFA!
Can be in multiple states,
and is still equivalent to a
egular language!

Why is this so important!?

95



Combine
machines again!

-

Combine | Password Requirements —
machines &

A, Passwords must have a minimum length of ten (10) characters - but more is better!

» Passwords must include at least 3 different types of characters:

» upper-case letters (A-Z) <— DFA
DFA —»>|ower-case letters (a-z)
» symbols or special characters (%, &, *, $, etc.) €<— DFA
»  numbers (0-9) «— DFA
» Passwords cannot contain all or part of your email address<— DFA

» Passwords cannot be re—used<— DFA




Review: “Closed” Operations

* Natural numbers ={0, 1, 2, ...}
« Closed under addition: if x and y are Natural, then z=x+yiIs a Nat
 Closed under multiplication?

* yes .
- Closed under subtraction? A set Is closed under an
* no operation If ...
* Integers=4{...,,-2,-1,0,1, 2, ...} applying it to members
« Closed under addition and multiplication of the set returns a
e Closed under subtraction? member in the set
* yes
e Closed under division?
° No

e Rational numbers = {x | x=y/z,y and z are ints}
 Closed under division?
 NO?
e Yesifz!=0



Why Care About Closed Operations?

« Because It allows repeatedly applying an operation to a set

 £.g, Closed operations on regular languages preserves “regularness”

* So result of combining DFAs/NFAs can be combined again and again




Operations on Regular Languages

Let A and B be languages. We define the regular operations union,
concatenation, and star as follows:

e Union: AUB = {z|x € Aorx € B}.
e Concatenation: Ao B = {xy|z € Aandy € B}.
e Star: A* = {x122...2| k > 0and each z; € A}.



Union: AUB ={z|z € Aorz € B}

Union Example

Let the alphabet 3 be the standard 26 letters {a, b, ..., z}.
If A = {good,bad} and B = {boy, girl}, then

AU B = {good, bad, boy, girl}



Union: AUB ={z|z € Aorz € B}

Union i1s Closed for Regular Languages

THEOREM

The class of regular languages is closed under the union operation.

In other words, it A; and As are regular languages, so is A; U As.

Proof:

« How do we prove that a language is regular?
* Create a DFA/NFA recognizing it!

 Create machine combining the machines recognizing A, and A,
» Should we create a DFA or NFA?




Union i1s Closed for Regular Languages

N )

S @)
A S
e\ [ N
Add new start state, “’O ©
and e-transitions to
old start states O ©
O
5 O
\ Y, )




Union i1s Closed for Regular Languages

PROOF

Let Ny = (Q1,%,01,¢q1, F1) recognize Aq, and
N2 = (QQ, 2?52, q2, Fg) recognize AQ.

Construct N = (Q, X, d. qo, F') to recognize A; U As.

1. Q@ ={g0} UQ1UQx.

2. The state gg 1s the start state of V.

3. The set of accept states F' = F} U F5.

4. Define ¢ so that for any ¢ € Q and any a € X,

(01(q,a) qe€@Q:
02(q,a) q € Q2
{01,92} g=qoanda=¢
L0 gq=qoand a # ¢

0(q,a) =

M

000

"N




Union i1s Closed for Regular Languages

PROOF N )

pXe

Let Ny = (Q1, %, 61, q1, F1) recognize Ay, and 50O
N2 = (Q2?2552,q2,F2) recognize AQ. © |:> —>

Construct N = (Q, X, d. qo, F') to recognize A; U As. . -0 0

1. Q ={q}UQ1U Q2. 0008

2. The state gg 1s the start state of V.

3. The set of accept states F' = F} U F5.
4. Define ¢ so that for any ¢ € Q and any a € X,

0(q,a) =




Another operation: Concatenation

« Example: Matching street addresses

212 Beacon Street

M;: CONCAT
M,: recognize M,: recognize
numbers words

108



Concatenation: Ao B = {zy|z € Aand y € B}

Concatenation Example

Let the alphabet 3 be the standard 26 letters {a, b, ..., z}.
If A = {good,bad} and B = {boy, girl}, then

Ao B ={goodboy, goodgirl, badboy, badgirl}



Concatenation: Ao B = {zy|z € Aand y € B}
Concatenation Is Closed

THEOREM

The class of regular languages is closed under the concatenation operation.

In other words, if A; and A3 are regular languages then so is A; o As.

Proof: Construct a new machine? (like union)
« How does it know when to switch from N, to N,?
« Can only read input once




N, N, Concatentation

0 o ©
O O
- @ J - )
N must simultaneously:

Let N1 recognize Ag, and Na recognize As. | . Keep checking with N, and

: . - Move to N, to check 2"d part
Want: Construction of N to recognize A; o A3

e = “empty string” (ie, 0 length str)
= transition that reads no input I

Enables N to run input
on two machines that are

i ©
5
\
at different input positions g ::O O O
= ©
-

—— O

N




Concatenation is Closed for Regular Langs

PROOF

Let Ny = (Q1, 3,61, q1, F1) recognize Ay, and
Ny = (Q2, X, 02, q2, F>) recognize As.

Construct N = (Q, X, 9, q1, F») to recognize A; o A N, N,
1. ) = Q1 U Q> o ©
. - @ —>O o o
2. The state ¢; is the same as the start state of Ny °° 9 o o
3. The accept states F; are the same as the accept states of N ﬂ
4. Define § so that for any ¢ € @ and any a € X, N
/
(01(g,a) q € Qrandq ¢ Fy O
01(q, a g€ Fianda # ¢ O ooo .E O oo
5(q?a) = ’ O o

(g, )
01(q,a)U{q} qe Fianda=¢ L
02(q, a) q € Q2.

\



Concatenation is Closed for Regular Langs

PROOF

Let Ny = (Q1, 3,61, q1, F1) recognize Ay, and
Ny = (Q2, X, 02, q2, F>) recognize As.

Construct N = (Q, X, 9, q1, F») to recognize A; o A N, N,
1. Q =Q1UQ: . ©

. ~O ©| [0 <09
2. The state ¢ is the same as the start state of [V; °° B oo ©O

3. The accept states F; are the same as the accept states of N

4. Define § so that for any ¢ € @ and any a € X,

=
4 ? Q:s
? {O o C}E%O o o g}
5(Q?a):< O// O o
y,




Star: A* = {x122...21| k > 0 and each z; € A}

(Kleene) Star Example

Let the alphabet 3 be the standard 26 letters {a, b, ..., z}.
If A = {good,bad} and B = {boy, girl}, then

{e, good, bad, goodgood, goodbad, badgood, badbad,

A* = goodgoodgood, goodgoodbad, goodbadgood, goodbadbad, ... }

(this is an infinite language)



Kleene Star

N
4 e
s | O1=C% ©
© ©
\ O Y,
New start (and accept) state,
e-transitions to old start state
\ Old accept states

e-transition to old
start state




Kleene Star 1s Closed for Regular Langs

THEOREM

The class of regular languages is closed under the star operation.



Kleene Star 1s Closed for Regular Langs

N
PROOF Let N = (Ql,E,él,ql,Fl) recognize Aq. M
Construct N = (Q, 3, §, qo, F') to recognize Aj.
1. Q@ ={q} U
2. The state qq is the new start state. \
3. F={q}tVF
4. Define § so that for any g € @ and any a € X,
(61(q, a) g€ Qrand g ¢ F
01(q, a) g€ Fianda # ¢
0(g,a) = S 01(q,a) U{q1} q€ Franda=¢

{q1} g=¢qoanda=¢€
) ¢ = qo and a # €.

\



Kleene Star 1s Closed for Regular Langs

N 7~ ™
PROOF Let N = (Ql,E,(Sl,ql,Fl) recognize Aq. M E\?
Construct N = (Q, 3, §, qo, F') to recognize Aj. _,O o @ [> 3'&5\\8
O @ O
1. Q ={q}t U
2. The state qq is the new start state. e )

3. F={q}tVF
4. Define 4 so that for any ¢ € @ and any a € ¥,

f

0(q,a) =

NN N N N

\

Kleene star of a language must accept the empty string!



Many More Closed Operations on Regular Languages!

« Complement

* Intersection
 Difference

» Reversal

« Homomorphism

e (See HW?2)



Nest Tine: REgULAr Expressions

Expressions




In-class quiz 9/20

See Gradescope
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